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A. Overview

More concrete details are provided in this supplementary
material. In Sec. B, our model architecture is depicted for
intuitional understanding. In Sec. C, our user study proce-
dure and framework are described. Sec. D introduces the
evaluation metrics of our task, and Sec. E compares two
segmented training strategies. More generated results are
illustrated in Sec. F for better visualization of the advances
and limitations of our work.

B. Neural Network Architecture

Tab. 9 illustrates the architecture of our whole pipeline.

C. User Study

We invite 45 users to evaluate our results further. 50 texts
are randomly selected from the testing data, and 3-5 texts
are formed into sequential texts to synthesize motion using
different methods. Users are asked to score the motion us-
ing semantic matching degree, transition fluency, and real-
ism. The higher the score, the better the performance of the
current sequence on this indicator. Fig. 1 shows our ques-
tionnaire interface. The black text indicates the completed
motion, and the red text indicates the ongoing motion.

D. Evaluation Metrics

In the evaluation stage, to evaluate the synthesis quality
of the motion sequence of the sequential texts, we synthe-
size two adjacent texts into one text with commas, spliced
two adjacent motions into one motion, and the text/motion
mentioned below represents the assembled text/motion. In
addition to our proposed transition fluency metric, we also
use the same five metrics as Guo et al. [2]. Here is a detailed
description of these five metrics:
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Figure 1: The user interface of our user study: Partic-
ipants evaluate the motion in three aspects (Matching de-
gree, Transition fluency and Realism), from 1 (“No Satis-
faction”) to 5 (“High Satisfaction”). The black text indi-
cates the completed motion, and the red text indicates the
ongoing motion.

R Precision: For each generated motion, compute
the feature euclidean distances between the motion se-
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Table 1: Quantitative evaluation on testing data of BABEL-TEACH: The results show that the motion synthesized by our
model outperforms other baselines in terms of semantic matching, transition fluency, and realism.
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Table 2: Quantitative evaluation on the testing data of STDM: The results show that the motion synthesized by our model
outperforms other baselines in terms of semantic matching, transition fluency, and realism.
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Table 3: Diversity and multimodality evaluation on test-
ing data of BABEL-TEACH: Our model performs well on
diversity and multimodality metrics.

Table 4: Diversity and multimodality evaluation on test-
ing data of STDM: Our model performs well on diversity
and multimodality metrics.

Methods

Diversity—  MultiModality

quence and its ground-truth text, as well as the feature eu-

Real motions

10.529+0-112

clidean distances between the motion sequence and 31 non- w/o Transition reasoning  10.188=0-092 5 105F0.087
matching texts randomly selected from the testing set. The w/o L2G semantic fusion  9.582%0-099 9.479%0.133
32 feature euclidean distances are sorted, and if the ground- w/o Transition loss 10.207%0-094 9.197%0.063
truth text falls in the top-k positions, it is considered that w/o Segmented training 10.186%0-074 2.737+0-101
the top-k positions are retrieved successfully. Finally, we Ours 10.2570-06T 2 105£0-086

calculate the average accuracy of the top-1, top-2, and top-3
retrieval successes.

Frechet Inception Distance (FID): FID is calculated
between the feature distribution of generated motions and
the real motions. The smaller the value is, the more simi-
lar the generated motion sequence is to the real motion se-
quence.

Table 5: Diversity and multimodality evaluation on test-
ing data of ablation study: Our model performs well on
diversity and multimodality metrics.
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Real motions
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Table 6: Diversity and multimodality evaluation in terms
of parameter analysis of transition reasoning module:
The diversity and multimodality of various inference num-
bers of start snippet code in the transition reasoning module
are similar.

MultiModal Distance: For the motion sequence gen-
erated by each text, the average euclidean distance between
the feature of the text and the feature of the motion sequence
generated by the text is calculated. The smaller the average
distance, the more the generated motion sequence matches
the text.

Diversity: Diversity measures the distance of the motion
sequence generated by different texts. For two sets of the
texts of size K, generate corresponding motion sequences
and extract feature vectors, that is, two sets of motion fea-
ture vectors f = (f},fy,...,fx) and f = (f'l, £, .., f‘K).
Calculate the euclidean distance between the motion fea-
ture of the two sets. The higher the value, the higher the
motion diversity of different texts. The metric should be as
close to the actual value of ground truth as possible when
evaluating diversity. The mathematical representation is as:

K
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MultiModality: MultiModality measures the feature
distance between the same text. Given C' texts, we go
through each text iteratively. For c-th text, generate two
subsets of motion sequences and extract feature vectors
f. = (fc,I; fc72, ey fc,Q) and f. = (fc71,fc72, ceey fc,Q) with
same size (), and the average feature euclidean distance of
the () motion sequences is calculated. The higher the value,
the higher the diversity of the motion sequence generated
by the same text. The mathematical representation is as:
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In addition to the several baselines shown in the pa-
per, we also compare the experiments of adding Gaussian
smoothing to the T2M model. The experimental results are
shown in Tab. 1 and Tab. 2. The results show that the transi-
tion smooth motion can not be obtained by simply perform-
ing Gaussian smoothing based on T2M.

Training strategy
Real motions
Scheme 1
Scheme 2

Diversity—  MultiModalityt
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1.802;0'056
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Table 7: Diversity and multimodality evaluation in terms
of segmented training strategy: Scheme 2 performs better
than scheme 1 on diversity and multimodality metrics.

Due to the limitation of the length of the paper’s main
text, we omitted the display of the two metrics (Diversity
and MultiModality) in the main text. Tab. 3, Tab. 4, Tab. 5
and Tab. 6 are supplementary experimental results for eval-
uating diversity and multimodality. Our method takes into
account the smoothness of the transition between adjacent
motions by eliminating any unreasonable motion during the
transition. Our results show that although our model may
not be the best in terms of diversity and multimodality, it
still performs well.

E. Segmented Training Strategy

In the segmented training strategy, we propose two train-
ing schemes. The results are shown in Tab. 8 and Tab. 7.

Scheme 1: Each motion item in our dataset comprises
two consecutive motion sequences. To ensure consistency,
we sort all the data in ascending order based on the shorter
sequence length. Then, we define a standard length for each
stage and discard any data that is shorter than this length.
For the remaining data, we crop them to the standard length.
Importantly, during cropping, we ensure that the first half of
the later motion sequence and the second half of the previ-
ous motion sequence are retained. This guarantees that the
transition between the two sequences remains complete af-
ter cropping.

Scheme 2: Each motion item in our dataset consists of
two adjacent motion sequences, arranged in ascending order
of the length of the longer of the two. To standardize the
length of the data, we set a standard length for each stage
and discard any data that is longer than the standard length.
The remaining data is then padded with zeros to reach the
standard length. When padding, we ensure that the previous
motion sequence in each data point retains the second half,
and the subsequent motion sequence retains the first half.
This ensures that the transition between the two sequences
remains complete after padding.

The standard length of both schemes starts from 16
frames, and each stage increases by 4 frames to 196 frames.
The experimental results show that scheme 2 is better than
scheme 1.
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Table 8: Segmented training strategy: Two segmented training strategies are tested, and the results show that scheme 2 is

more appropriate.

F. More Results

Our method synthesizes semantic human motion with
natural transition using free-form sequential texts, we show
more results synthesized from our method (shown in Fig. 2
and Fig. 3). We show more visualization results compared
to the other methods (shown in Fig. 4, Fig. 5, Fig. 6 and
Fig. 7). The motion synthesized by our method is the best
in terms of semantic matching, transition fluency, and real-
ism.

Failure cases and limitations. The first row of Fig. 8
shows that when only synthesizing head motions, such as
“nodding” and “shaking the head,” the digital person has al-
most no change, there are too few joint nodes involved in the
head motion, it is difficult for our model to learn such sub-
tle changes from the overall situation. The second row of
Fig. 8 shows that when we switch from “sitting in a chair” to
“moving your left foot,” the digital man lie down. The pos-
sible reason is the lack of similar data in the training data,
and the understanding of the model is biased. The third line
in Fig. 8 shows that the model does not understand the ab-
stract word ‘““clean” properly, the digital man only raising
his right hand, but does not reflect the semantics of “clean,”
indicating that our model still has room for further explo-
ration of abstract semantics.
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Figure 2: Additional examples synthesized from our method: By entering the sequential texts, we show the motion
sequence synthesized by our model. Our synthesized motion matches the semantics of sequential texts, and the transitions
between adjacent motions are natural and smooth.
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Figure 3: Additional examples synthesized from our method: By entering the sequential texts, we show the motion
sequence synthesized by our model. Our synthesized motion matches the semantics of sequential texts, and the transitions
between adjacent motions are natural and smooth.
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Figure 4: Comparison with other methods: We show more visualization results compared to the other methods. T2M is
the most unnatural at the transition and does not reflect the semantics of the last two texts, T2M-Joint does not reflect the
semantics of all texts, the semantics of Com-Code are incoherent (stand up in the third text), TEACH (no Slerp) is unnatural
at the transition. The motion synthesized by our method is the best in terms of semantic matching, transition fluency, and
realism.
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Figure 5: Comparison with other methods: We show more visualization results compared to the other methods. T2M is
the most unnatural at the transition, T2M-Joint is unnatural at the transition and does not reflect the semantics of the first
text, Com-Code is unnatural at the transition and does not reflect the semantics of the first two texts, TEACH is unnatural at
the transition and does not reflect the semantics of all texts. The motion synthesized by our method is the best in terms of
semantic matching, transition fluency, and realism.
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Figure 6: Comparison with other methods: We show more visualization results compared to the other methods. T2M is
the most unnatural at the transition and does not reflect the semantics of the last three texts, T2M-Joint is unnatural at the
transition and does not reflect the semantics of the last two texts, Com-Code is unnatural at the transition and does not reflect
the semantics of the second and the fourth text, TEACH (no Slerp) is unnatural at the transition and does not reflect the
semantics of the second text. The motion synthesized by our method is the best in terms of semantic matching, transition
fluency, and realism.
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Figure 7: Comparison with other methods: We show more visualization results compared to the other methods. T2M is
the most unnatural at the transition, T2M-Joint is unnatural at the transition and does not reflect the semantics of the second
and the fourth texts, Com-Code is unnatural at the transition and does not reflect the semantics of all texts, TEACH (no Slerp)
is unnatural at the transition. The motion synthesized by our method is the best in terms of semantic matching, transition
fluency, and realism.



nodding his head shaking his head

Figure 8: Examples of failure cases: Our model does not perform well at synthesizing head motion and still needs to
understand some abstract words well.



Components

Architecture

Transition Reasoning Encoder

(sequence_pos_encoder): PositionalEncoding_Transition()
(seqTransEncoder): TransformerEncoder(d_model=512, nhead=4,
dim_feedforward=1024, dropout=0.1, activation="gelu”, num_layers=4)

Previous Text Encoder

(clip-model): CLIP()
(input_emb): Linear(in_features=512, out_features=1024, bias=True)

Current Text Encoder

(pos_emb): Linear(in_features=15, out_features=300, bias=True)
(input_emb): Linear(in_features=300, out_features=512, bias=True)
(gru): GRU(512, 512, batch_first=True, bidirectional=True)

Semantic Fusion Attention

(W_q): Linear(in_features=1024, out_features=512, bias=True)
(W _k): Linear(in_features=1024, out_features=512, bias=False)
(W_v): Linear(in_features=1024, out_features=512, bias=True)
(softmax): Softmax(dim=1)

Motion Encoder

Conv1d(247, 384, kernel size=(4,), stride=(2,), padding=(1,))
Dropout(p=0.2, inplace=True)
LeakyReLU(negative_slope=0.2, inplace=True)

Conv1d(384, 512, kernel_size=(4,), stride=(2,), padding=(1,))
Dropout(p=0.2, inplace=True)
LeakyReLU(negative_slope=0.2, inplace=True)
Linear(in_features=512, out_features=512, bias=True)

Motion Decoder

ConvTransposeld(512, 384, kernel_size=(4,), stride=(2,), padding=(1,))
LeakyReLU(negative_slope=0.2, inplace=True)

ConvTranspose1d(384, 251, kernel size=(4,), stride=(2,), padding=(1,))
LeakyReLU(negative_slope=0.2, inplace=True)
Linear(in_features=251, out_features=251, bias=True)

Prior Network / Posterior Network

(z2init): Linear(in_features=1024, out_features=1024, bias=True)
(embedding): Sequential(

(0): Linear(in_features=1024 / 1536, out_features=1024, bias=True)
(1): LayerNorm((1024,), eps=1e-05, elementwise_affine=True)

(2): LeakyReLU(negative_slope=0.2, inplace=True))

(gru): ModuleList((0): GRUCell(1024, 1024))

(positional_encoder): PositionalEncoding()

(mu_net): Linear(in_features=1024, out_features=128, bias=True)
(logvar_net): Linear(in_features=1024, out_features=128, bias=True)

Motion Snippet Code Generator

(z2init): Linear(in_features=1024, out_features=1024, bias=True)
(embedding): Sequential(

(0): Linear(in_features=1152, out_features=1024, bias=True)
(1): LayerNorm((1024,), eps=1e-05, elementwise_affine=True)
(2): LeakyReLU(negative_slope=0.2, inplace=True))

(gru): ModuleList((0): GRUCell(1024, 1024))
(positional_encoder): PositionalEncoding()

(output_net): Sequential(

(0): Linear(in_features=1024, out_features=1024, bias=True)
(1): LayerNorm((1024,), eps=1e-05, elementwise_affine=True)
(2): LeakyReLU(negative_slope=0.2, inplace=True)

(3): Linear(in_features=1024, out_features=512, bias=True))

Table 9: Architecture of our networks.



